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Abstract— In recent years, state-of-the-art large language
models have demonstrated remarkable success in natural lan-
guage processing tasks. Nevertheless, due to their training on
vast internet data, concerns have arisen regarding potential
social biases present in their outputs. To address this issue, this
paper conducts a comprehensive investigation into the preva-
lence and impact of social biases within these models, focusing
on quantifying biases in specific domains. Through systematic
analysis, we examine how these models behave concerning
gender, ethnicity, age, and other factors, identifying instances
where biased responses occur. Additionally, we compile these
statistics into a publicly accessible database. By understanding
and tackling social biases in large language models, we take
significant strides toward creating more inclusive and fair AI
systems that align with the values of a diverse and global society.
Our results show that these state-of-the-art large language
models have minimal biases.

As a by-product of our research, we create a metadata open-
source database in which metrics like biases can be collected
and standardized. This information will help futures researches
in domains that require the application of large language
models.

I. INTRODUCTION

In recent years, the development of state-of-the-art large
language models has revolutionized the field of natural
language processing, unlocking unprecedented capabilities
for machines to comprehend, generate, and interact with
human-like text. Among these models, those hosted on the
Hugging Face model hub have gained immense popularity
for their accessibility and versatility. They serve as go-to
choices for researchers and developers in various language-
related tasks. However, as these language models become
increasingly sophisticated, concerns about the prevalence of
social biases within their outputs have garnered significant
attention.

Social biases are inherent societal prejudices that can
perpetuate inequality and discrimination, and their presence
in AI systems is a matter of grave concern. When language
models inadvertently learn from biased training data, they
can reproduce and amplify these biases in their responses,
potentially leading to biased or harmful outcomes in real-
world applications. Exploring social biases in state-of-the-
art large language models, mainly those available on the
Hugging Face platform is crucial for understanding the po-
tential ethical implications and developing effective strategies
to mitigate biased behavior.

This paper aims to delve into the prevalence of social
biases in the most popular state-of-the-art large language
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models hosted on the Hugging Face model hub [1] [2].
We will investigate the sources of biases in these models,
examining the role of the vast corpora of text they are trained
on, the impact of data preprocessing, and the influence
of tokenization procedures. Furthermore, we will analyze
instances of bias amplification, where models indirectly learn
and reproduce biases from the training data, even when not
explicitly trained on biased examples.

Our research builds upon previous studies that have ex-
plored the issue of biases in language models, including those
investigating the widely recognized OpenAI’s GPT-3.5. Such
studies have raised awareness about the existence and impli-
cations of biases in AI systems [3] [4]. We will also draw
upon research that focuses on bias mitigation techniques,
including adversarial training [5] and post-processing ap-
proaches [6], to inform our exploration of potential strategies
to address biases in Hugging Face language models.

By gaining insights into the nature and extent of social
biases in state-of-the-art language models, we aspire to con-
tribute to the ongoing efforts of building fair and equitable
AI technologies. Our findings will not only aid in developing
methods to reduce biases in Hugging Face models but also
foster awareness and discussions on the broader societal
impact of biased AI systems.

II. STATE OF THE ART

In recent years, Hugging Face has become a prominent
platform for hosting and distributing state-of-the-art large
language models, enabling researchers and developers to
access and utilize cutting-edge natural language processing
capabilities. These language models have demonstrated re-
markable advancements in text generation, sentiment anal-
ysis, and other language-related tasks. However, alongside
these achievements, concerns about the prevalence of social
biases within these models have emerged as a crucial area
of inquiry in AI ethics.

As AI technologies increasingly become integral to daily
life, understanding and addressing biases in large language
models has become imperative to ensure fairness and in-
clusivity. Social biases in AI models can be inadvertently
learned from biased training data, leading to biased re-
sponses and potentially exacerbating societal inequalities.
This exploration focuses on four popular state-of-the-art
large language models hosted on Hugging Face: GPT-2,
DistilGPT-2, Bloom-560M, and Facebook-Opt-350M.

Several studies have investigated the presence of biases in
similar language models, such as OpenAI’s GPT-2. Research
on GPT-2 has shown that it can generate text that reflects



Fig. 1: Methodology

gender, racial, and cultural biases in its training data [7] [8].
Similarly, studies have found biases in other large language
models, like DistilGPT-2 [9] and Bloom-560M [10], rein-
forcing that biases can persist across various models.

The origins of biases in these language models can be
attributed to several factors. Biases may arise from the vast
and diverse text corpora used during training, which can con-
tain societal prejudices found in human-generated content.
Additionally, tokenization procedures and data preprocessing
can inadvertently contribute to biased behaviour in language
models [9]. Understanding the sources and patterns of these
biases is essential for developing effective strategies to
mitigate their impact.

Researchers have explored various approaches for bias
detection and mitigation to tackle the issue of biases in state-
of-the-art large language models. Adversarial debiasing has
been proposed to counteract biases during model training
[11]. Post-processing methods have also been applied to
modify generated text and reduce biased behaviour [10].
However, while these methods show promise, completely
eradicating biases remains an ongoing challenge.

In conclusion, exploring the prevalence of social biases
in state-of-the-art large language models on Hugging Face
is critical for building ethical and responsible AI systems.
Analyzing biases in GPT-2, DistilGPT-2, Bloom-560M, and
Facebook-Opt-350M can provide valuable insights into the
potential biases across various models. By understanding
the nature and extent of biases in these models, we can
work towards developing more equitable and inclusive AI
technologies.

III. RESEARCH OUTLOOK

To commence our evaluation, the first step is to gather
a data set of toxicity-evoking prompts, and we randomly
sampled 1000 prompts from an existing set of 100,000.
This data set will serve as the basis for our research and
enable us to analyze the behaviour of large language models
when exposed to potentially harmful or toxic inputs [12]. We
then take a systematic approach by selecting top-rated text
generation models from the Hugging Face library, reflecting
their value and usefulness to the AI community. These
models, which have garnered significant download rates,
are subjected to a rigorous evaluation using toxicity-evoking
prompts to uncover potential biases in their behaviour. The
Hugging Face model library is a rich repository of pre-
trained language models, making it an ideal resource for this
investigation. By focusing on models with proven efficiency,

effectiveness, and versatility, we ensure that the selected can-
didates represent a wide range of natural language processing
tasks and applications. Inclusivity and representativeness are
critical considerations during the model selection process. By
including diverse models, our analysis captures variations in
handling biased content across different language tasks and
contexts, enriching the overall understanding of the language
model landscape.

We leverage the Hugging Face ”evaluate” library [13],
a valuable tool that facilitates interaction with pre-trained
language models, enabling us to obtain text continuations.
Generating text continuations involves providing initial input
prompts to the language models, which, in turn, predict and
generate additional text based on the given context. Using
this approach, we gain insight into how the models respond
to various input scenarios and examine their language gener-
ation capabilities. To conduct the text continuation process,
we prepare the input prompts, which serve as the starting
point for the models to generate further text. These prompts
can either be derived from the previously curated data set
of toxicity-evoking prompts or crafted specifically for this
evaluation. By varying the length and complexity of the
prompts, we can observe how the models’ responses change
with different contextual cues.

In model selection, we considered several state-of-the-art
large language models to assess their behaviour concerning
social biases and harmful language. After careful evaluation,
the following models were chosen for further analysis:

• gpt2: GPT-2, developed by OpenAI, is a widely known
and influential language model. It is a large-scale
transformer-based model trained on diverse internet text
data. GPT-2 has demonstrated remarkable success in
various natural language processing tasks and is well-
regarded for its impressive language generation capa-
bilities.

• distillgpt2: DistilGPT-2, a variant of GPT-2, is a more
compact and lightweight version. It aims to retain most
of GPT-2’s performance while significantly reducing its
model size and computational requirements. DistilGPT-
2 is ideal for scenarios where resource constraints are
a concern without compromising language generation
quality.

• bloom-560m: Bloom-560M is a large-scale language
model with approximately 560 million parameters. De-
veloped by a prominent research team, it has gained
popularity due to its competitive performance in various
NLP tasks. Bloom-560M is characterized by its capac-



ity to handle complex language patterns and generate
coherent text.

• facebook-opt-350m: Facebook OPT-350M is a lan-
guage model developed by Facebook AI. It boasts
around 350 million parameters and is designed for effi-
cient inference without sacrificing performance. OPT-
350M excels in various language tasks, making it a
valuable candidate for language generation applications.

The chosen models encompass a mix of sizes and com-
plexities, ranging from the large-scale GPT-2 to the more
compact DistilGPT-2 and the specialized Bloom-560M and
Facebook OPT-350M. This diverse selection aims to cover a
broad spectrum of language models with varying capabilities,
enabling a comprehensive analysis of their behaviour in the
context of social biases and harmful language.

After obtaining the text continuations, the researchers uti-
lize the Perspective API, a powerful NLP tool, to assess the
content for various attributes related to toxicity and harmful
language. The Perspective API, developed by Google, is a
fundamental component of this research project, serving as
a potent natural language processing tool utilized to analyze
and evaluate text for various attributes related to harmful
language. Its primary purpose is to quantitatively measure the
likelihood that a given text may be perceived as offensive,
disrespectful, or harmful to users across different contexts.
The research leverages the Perspective API’s predefined
attributes, which encompass critical dimensions of harmful
language:

• Toxicity: This attribute assesses the text’s overall toxi-
city level, providing insights into its potential harmful-
ness or offensiveness to readers.

• Severe Toxicity: Building upon the toxicity attribute,
severe toxicity offers a measure of more extreme in-
stances of harmful language, identifying content with
heightened potential for severe harm or offensiveness.

• Identity Attack: The research evaluates whether the
text contains language targeting or attacking someone
based on their identity, such as race, religion, ethnicity,
or other personal characteristics.

• Insult: The insult attribute detects the presence of
offensive or insulting language in the text, identifying
instances where the content may be hurtful or demean-
ing.

• Profanity: This attribute focuses on identifying the use
of vulgar or offensive language within the text.

• Threat: The threat attribute evaluates whether the text
contains explicit threats or violent content that may be
harmful or dangerous.

The Perspective API analyzes each text continuation and
returns attribute scores for specific criteria, including toxicity,
severe toxicity, identity attack, insult profanity, and threat.
These attribute scores indicate the harmfulness or potential
for abusive content in each generated text. The attribute
scores obtained for toxicity, severe toxicity, identity attack,
insult, profanity, and threat represent probabilities that indi-
cate the likelihood of the text being classified as harmful or

toxic by the model. These scores typically range between 0
and 1, where 0 indicates a very low probability of the text
being harmful or toxic, and 1 represents a high probability
of containing harmful content. Analyzing the attribute scores
provides valuable insights into how each language model
handles different types of content. Researchers can under-
stand which models produce more toxic language and iden-
tify harmful behaviour patterns. Additionally, they can gauge
how well the models respond to toxicity-evoking prompts
and whether they exhibit responsible language generation.

After obtaining the attribute scores for toxicity, severe
toxicity, identity attack, insult, profanity, and threat from
each of the selected language models, we calculated the mean
and median of each attribute across all models. The objective
was to compare and analyze how well each model handled
harmful language and social biases. By calculating the mean
and median, we comprehensively understood the language
models’ overall performance in handling toxic language
across different attributes. Comparing the mean and median
values allowed them to identify any significant discrepancies
or outliers in the model’s behaviour and assess the model’s
consistency in addressing social biases.

Fig. 2: Mean Attribute Scores

Fig. 3: Median Attribute Scores

The evaluation results in Fig. 1 and Fig. 2 provide
insights into the performance of four language models con-
cerning their handling of toxicity and offensive language



across various categories. Among the models evaluated,
”BigScience/bloom-560m” consistently demonstrates strong
performance, exhibiting the lowest mean and median scores
in several categories, including toxicity, severe toxicity, in-
sult, profanity, and identity attack. ”Distillgpt2” and ”GPT2”
also display competitive results, with lower mean and median
scores compared to ”Facebook-opt-350m.” On the other
hand, ”Facebook-opt-350m” appears to have a higher mean
and median score across most categories, suggesting poten-
tial limitations in effectively managing toxic and harmful
content. It is important to note that these evaluations are
based on specific datasets, and real-world performance may
vary based on diverse factors. A comprehensive assessment
of model capabilities would involve evaluating them on
various datasets and using multiple metrics to gain a more
holistic understanding.

Most scores do not surpass 0.1 in the evaluation results, in-
dicating that the models handle toxic and offensive language
well, as the scores are scaled to be within the range of 0 to
1. However, it’s important to consider the limitations of the
evaluation process that may affect these scores. The dataset
size and representativeness play crucial roles in determining
the performance of language models. If the dataset used
for evaluation is not large enough or not diverse, it may
not cover the full spectrum of toxic language present in
real-world scenarios. This could lead to underestimating the
model’s capabilities in handling certain types of toxicity
that may not be adequately represented in the evaluation
data. Additionally, the use of randomly selected prompts for
evaluation introduces uncertainty. If the prompts used are
not sufficiently toxic, it may not fully challenge the models,
resulting in potentially lower scores.

IV. CONCLUSION

Although ”BigScience/bloom-560m” takes the lead, it is
essential to acknowledge the competitive results demon-
strated by ”Distillgpt2” and ”GPT2.” Both models show
commendable performance in handling offensive language,
with slightly higher mean and median scores than the top-
performing model. These findings suggest that ”Distillgpt2”
and ”GPT2” are viable options for various natural language
processing tasks, especially in scenarios where the absolute
lowest scores may not be the sole determining factor.

However, the evaluation results also underscore the signif-
icance of continuous research and improvement. The need
for more extensive and diverse datasets becomes evident as
the size and representativeness of the dataset significantly
impact the models’ performance. Expanding the evaluation
to include a broader range of real-world scenarios and
toxic language instances will provide a more comprehensive
understanding of the models’ capabilities and limitations.

Another crucial aspect to consider is the design of eval-
uation prompts. While the random selection of prompts can
introduce variability, a carefully curated, standardized prompt
set can ensure consistent and meaningful evaluation results.
Such a prompt set should encompass various toxicity levels
to challenge the models effectively. Enhancing dataset quality

and refining evaluation methodologies are critical steps in
advancing the responsible development and deployment of
language models. These efforts can lead to more transparent,
fair, and accurate evaluations, enabling informed decision-
making for deploying AI systems in practical applications.

In conclusion, ”BigScience/bloom-560m” demonstrates
remarkable performance in handling toxicity and offensive
language, while ”Distillgpt2” and ”GPT2” also showcase
competitive results. The data highlights the need for con-
tinuous research, diverse datasets, and improved evaluation
practices to fully grasp these language models’ true potential
and limitations in real-world contexts. As natural language
processing progresses, leveraging the insights gained from
such evaluations will pave the way for safer, more effective,
and ethically responsible AI systems.
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